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Language Agent

Feedback Action

Use LLMs to interact with the world



A lot of Terms A lot of Papers A lot of Products
e Language agent e SayCan e (hatGPT plugins
e L[|l M-empowered agents e ReAct e Windows copilot
e LLM powered autonomous agents e Toolformer ® Perplexity search
e Language enabled agents ® (Generative Agents @ LangChain
e LLM based agents e Treeof Thoughts e Adept ACT-T
o [ [

A lack of Theories
e \What defines “language agent™?
e How to unify existing efforts?
e Whatis lacking?

A lack of Benchmarks
e NLP tasks? (too easy to solve?)
e Robotics tasks? (too hard to set up?)
e Evaluation? (too noisy and subjective?)



Part 1. Formulation



Language Agent
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ReAct (Yao et al, 2022)

Actions

YR

Reasoning
LM Env
Traces

N N

Observations

V' [ (1d) ReAct (Reason + Act) }———————————————\

Thought 1: I need to search Apple Remote and find the
program it was originally designed to interact with.

Act 1: Search[Apple Remote]

Obs 1: The Apple Remote is a remote control introduced in

October 2005 by Apple .. originally designed to control the
I -0 -

Thought 2: Apple Remote was originally designed to control
the Front Row media center program. I need to search
- next and find what other device can control it.
Act 2: Search[Front Row]
Obs 2: Could not find [Front Row]. Similar: ['Front Row
Seat to Earth', 'Front Row Motorsports','

, |

yoe]

Thought 3: Front Row is not found. I need to search -
Act 3: Search| ]

Obs 3: Front Row is a discontinued media center software ..

ht 4:

Remote or the ke So the answer is
keyboard function keys.

Act 4: Finish[keyboard function keys]
\ \//




Voya g €I (wangetal,2023)

Automatic Curriculum Iterative Prompting Mechanism Skill Library

async function combatZombie(bot) {
// Equip a weapon
const sword = bot.inventory.findInventoryItem(
mcData. itemsByName["stone_sword"].id);
if (sword) {
await bot.equip(sword, "hand");}

8% Mine Wood Log
Make Crafting Table
Craft Stone Sword

Task // Craft and equip a shield Retrieval

Combat - :
await craftShield(bot);  --ccwececcecceces . P

Zombie Craft Shield

Cook Steak

Combat Zombie

else {
New await craftStoneSword(bot);} .cceceee-. f Skill ‘ Make Furnace

Env Feedback Code as Refine Program
Execution Errors Actions 0

Mine Diamond Update
Exploration
Progress

Environment Self-Verification



Q. Whatare you looking forward to

Generative Agents (paretal, 2029

Joining for coffee at a cafe

Taking a walk
in the park

[Abigail): Hey Klaus, mind if
I join you for coffee?
[Klaus]: Not at all, Abigail.

Finishing a
morning routine

Hey, have you heard
new about the
upcoming mayoral election?
[Tom]: No, not really. Do you
know who is running?

[John! :
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material and make comections | | Mueller is reading the a librarian to further Ty

betueen the acticles assigned material L B
(coservation) Klase Woeller is Planning a Valentine's 3
resding sbost Day party at Hobbs

Klaus Libracy Ieerte) ”“;' Cafe. That sounds like >
ox spends man; o i s e Claoum 4 great svent! \

{obsecvation) Kisos moeller Frsicastoty Y el Lo his research with a J L
i reading about urban design ng librarian - TR i

—@&
@

I'm looking forvard to the
Valentine's Day party that
I'm planning at Hobbs Cafe!

Valentine's
at Hotbe cate.toure
welcome to join.
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Rodriguez's Valentine's
Day party as well, so
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v
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[ 1'm actually planning
on ats Teabella
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Control flow

LLM

memory

Prompt engineering

planning

reasoning

Decision
making

self-reflection

How to make sense of Language Agents?

robotics

environment

web

acting

coding

multi-agent

grounding

feedback

retrieval




Circuits

How to make sense of targuage-Agents?
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Central Processing Unit

Control Unit

Input Arithmetic/Logic Unit Output
Device Device

Memory Unit

Von Neumann architecture makes sense & guides building of circuits.

FIG 29. CIRCUIT DIAGRAM OF RECORDER
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How to make sense of Language Agents?

A system architecture, with LLM as a component
(computer architecture, with CPU as a component)

Cognitive Architectures for Language Agents

Theodore Sumers® Shunyu Yao* Karthik Narasimhan Thomas L. Griffiths

Princeton University
{sumers, shunyuy, karthikn, tomg}@princeton.edu

History: What's cognitive architecture?

Analog: Why it’s related to language agents?

Framework: How to formulate language agents via CoALA?
Insights: Future directions through CoALA?



1900-1950: Production System Theorized
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From this proposition it will follow, when arithmetical addition has been
defined, that 1+1=2. A SET OF POSTULATES FOR THE FOUNDATION

OF LOGIC.!

ON COMPUTABLE NUMBERS, WITH AN APPLICATION TO

THE ENTSCHEIDUNGSPROBLEM By AvoNzo Cmurcn.’

FORMAL REDUCTIONS OF THE GENERAL COMBINATORIAL
DECISION PROBLEM.*

By A. M. TurixG.
CAMBRIDGE
HE UNIVERSITY PRESS
[Received 28 May, 1936.—Read 12 November, 1936.]
By Eumin L. Posr.

e Symbol manipulation formalizes math, logic, and computation
e Production system formalizes symbol manipulation:

o a setof precondition = actionrules XY Z=~XWZ

o Also used to explain language & cognition



1950-1980: Production System Implemented

e Symbol manipulation -> Physical symbol system

(temperature > 70°) A (temperature < 72°) stop

temperature < 32° call for repairs; turn on electric heater

(temperature < 70°) A (furnace off) turn on furnace

+ oo 4

(temperature > 72°) A (furnace on) turn off furnace

e Usage towards real-world applications
o Interact with the world = 10 devices
o Many possible actions = Priorities over fired rules

o Complicated information = Memory mechanisms
O



Production System -> Cognitive Architectures

Symbolic Long-Term Memories

Procedural

H5=5

Semantic

& 4

Episodic

[ RL ] [Chunking] Semantic Episodic
A A Learning Learning
A 4 A

Preference

Memory

Decision
Procedure

—J
Symbolic Working Memory

CJ

[Other Perception][ Visual Perception ]

) Y

Embodiment

Modules

Buffers

Intentional module Declarative module
(not ndentmed) (Prefrontal)

Temporal module

)

Aural location
Aural

(Cortex)
C Imaglnal )( Goal ) ( Retneval )
(Panet‘arl)\‘i (ACC) (VLPFC)
Matching (Striatum) <> Temporal
Cortex

Production
(Cortex)

Executi

Selection (Pallidum)

on (Thalamus)

Vocal

(Auditory) (Motor)

isual location
Vlsual
(Fusuform)

Manual
Motor

Y

Aural module
(loosely modeled)

Visual module
(loosely modeled) (loosely modeled)

Manual module

w

Y

‘ Auditory world )

Environment

Issue: world is...

e Complex: too many rules
e Stochastic: rules can be fragile




2015 - 2022

Input @ > Qutput

LMs are like large, implicit production systems



2022 - 2023

tasks Input Clues a) —

motor

_____ l N Thought Proposals

salom h2.motor } h4. salon (sure) aggregate | h4.salon

----- -l V5. srdry (low) h3.grand
- - - —— v3.string (high) v3. string
| hltasks | 4d4 ..

(b)
1 foacktrack) State Evaluator (over each clue)
1 L . I v3. Pretentious; flowery: _____ sure
r 1

1 h3.grand I h4.salon |I ' v1. To heap:tm_s_ .| impossible
| (subtree p’“”e_d' _! | v5. Desiccator; more dry: sr_n_ ..} maybe

[Abigail]: Hey Klaus, mind if
I join you for coffee?
[Klaus]: Not at all, Abigail
How are you

L '@_J oy

Automatic Curriculum

. N

Make Crafting Table

P

async function combatZombie(bot) {
// Equip a weapon

msByName( *stone_sword

ot .equip(sword, *has

)3}

New awatt craftstonesword(bot);}
Task | 7/ Croft and equip 2 shietd

await craftshield(bot);
¥

Env Feedback[ J Code as

-~
Combat
Zombie

Mine Wood Log

Execution Errors Actions

MINECRRE

Update
Exploration
Progress

Mine Diamond

Environment

:ai_g

Iterative Prompting Mechanism

nventory. findInv

entoryIten(

)( skl

Retrieval

Refine Program

P YL X 1

Self-Verification

Skill Library

Mine Wood Log
Make Crafting Table
Craft Stone Sword
Make Furnace

Craft Shield

Cook Steak

Combat Zombie

Symbolic Long-Term Memories

Procedural

Semantic

Episodic

H=3

A

£ P

=

gl
g
£
3

Decision
Procedure

9
2
g
2

&
)

&

Other Percepti

[

Chunking

Semantic
Learning

[ —

L) . C_J
Symbolic Working Memory

o

—

Modules

+

| Spatial-Visual System I-—P-I Perceptual LT Memory |

Intentional module
(not lden(lfed)

Declarative module
(Prelronlal)

Temporal module

)

Buffers

Aural N\

(Auditor

Production
Cortex]

Selection (Pallidum)
Execution (Thalamus)

isual location
Visual

Fusilorm)

(Conm)
Imaglnal Goal
Parietal ACC])
Matching (Striatum) <> Temporal
(Cortex]

Motor)

Aural module
(Iousely modeled)

Visual module

(loosely mod;led)) ( (Iensely modeled)

Manual module

b

3

T

Co
C

Auditory world ) 1

Environment

Language agents can be guided by Cognitive Architectures!




The CoALA framework

/

\ Decision Procedure

Procedural Memory

Agent Code

Parse Retrieval

Semantic Memory

Episodic Memory \

—
(-

i | i | i
(Learlning) (Retlleval) (Learring) CRenlevaD (Lear|ning)

LLLLLOLLL
TTTTTTITTITT

>

Working Memory/

|
(Acti:ns)—CObse

r\I/ations>

() §3 ]

Digital

Dialogue

Physical

1.

Memory

2. Action
3. Decision



1. Memory

f Procedural Memory Semantic Memory Episodic Memory \ Long-term memory
Q
NN - . . .
S | = —— — 1. Episodic (experience)
0 == —— =
® — H
o Sgent Cods ~—] 2. Semantic (knowledge)

(JT(_lT A | A | A 3. Procedural (LLM, code)
Prompt)( Parse )( Retrieval (Learlning) (Retrifval)(Learring) CRenlevaD (Lear|ning)

LI Short-term Working memory
e Information for the
current “decision cycle”

LLLLLOLLL
TTTTTTITTITT

>

\ Decision Procedure

Working Memory/

|
( Acti ) ( —
\Act|+ons Obser\l/auons/

=

Dialogue Physical Digital




2. Action Space

e A language agent is defined with an action space
o External actions interact with external environments (grounding)
o Internal actions interact with internal memories
m Reasoning: read & write working memory
m Retrieval: read long-term memory
m Learning: write long-term memory

Internal External
A A
r N/ A

Reasoning Retrieval | Learning Grounding

N J
y-
Planning




3. Decision Making

e A language agent chooses actions via decision (making) procedures
o Split taken actions into decision cycles
o Ineach cycle, plan then execute a learning/grounding action
m Planning: use reasoning/retrieval to propose/evaluate actions
m Execution: apply the learning/grounding action

Planning

e Proposal —Pp Evaluation —> Selection —> Execution

t |

T




That’s it, basically.



| spilled my drink, can you help?

Value Functions

LLM
“find a cleaner” S
S “find a sponge’
“go to the trash can”
“pick up the sponge” “pick up the sponge”
“try using the vacuum” :

SayCan
'ﬁnd:.;;t;nge' 9

g0 1o the trash can”
“pick up the sponge”
vy g e

Automatic Curriculum

I~
~
N
N
Make Crafting Table \
$ New
5 Combat Task
2 Zombie
Mine Wood Log
&
Mine Diamond Update
Exploration
Progress

Env Feedback
Execution Errors

Make Sense of (Existing) Language Agents

(1) Hotspot QA

Question: Aside from the Apple Remote, what other device
can control the program Apple Remote was originally
designed to interact with?

(la) Standard

(1b) CoT (Reason Only)

Thought: Let's think step
by step.

foleRY so the answer is
ivhone, iPad, and i®od
Touch.

Answer: iPhone, iPad, iPod

Touch

Act 1: Search(Apple Remote)
Obs 1: The Apple Remote is a
remote control ..

Act 2: Search[Front Row]
Obs 2: Could not find [Front
Row]. Similar:

Act 3:

Search [ FEGRENROW
1

Obs 3: Front Row is a

discontinued media center

software ..

Act 4:

Finish([J&81 X

(1d) ReAct (Reason + Act) |7

Thought 1: T need to search Apple Remote and find the

program it was originally designed to interact with.

Act 1: Search(Apple Remote]

Obs 1: The Apple Remote is a remote control introduced in
originally designed to control the

October 2005 by Apple .. i
[ e

Thought 2: Apple Remote was originally designed to control
the Front Row media center program. I need to search
next and find what other device can control it.
Search([Front Row]
Could not find [Front Row]. Similar:
Seat to Earth', 'Front Row Motorsports','
-

Thought 3: Front Row is not found. I need to search BEGHE
Act Salrm[h

1
Obs 3: Front Row is a discontinued media center software

Thought. 4:
%0 the shzuer 28

Reybonrt funeteon seve:

Act 4 Finien NSRS, v

Front Row

Iterative Prompting Mechanism

async function combatZombie(bot) {

7/ Equip a weapon

Skill Library

Mine Wood Log

Combat Zombie

const sword = bot.inventory.findInventoryItem( ‘;3 Taking a walk
ncbata. LtensByName[ "stone_sword"].1d); ‘ Make Crafting Table in the park

if (sword) {
await bot.equip(sword, "hand");} x Craft Stone Sword

else {
await craftStoneSword(bot);} ---eeees-- )( Skill ‘ Make Furnace

// Craft and equip a shield Retrieval

await craftShield(bot);  ---eeeeemm-eeees . — . Craft Shield

} ‘ Cook Steak

Code as
Actions

Refine Program

(>}
?

Environment

);J @ Add New skl

Self-Verification

tasks | InputClues (@
motor
salon h2.motor
T T T Titasks |
1 (b)
| (backtrack)

I
jh3grand | h4. salon

| I (subtree pruned)

Joining for coffee at a cafe

: Hey Klaus, mind if
I join you for cotfes?
[Klaus]: Not at all, Abigail.

=

Thought Proposals

h4. salon (sure)
V5. srdry (low)
V3. string (high)

aggregate

h4. salon

h3.grand
V3. string

State Evaluator (over each clue)

v3. Pretentious; flowery:

v1. To heap: tm_s_ . | impossible

| V5. Desiccator; more dry: sr_n_ |..} maybe

[Joha)

Hey, have you heard




Make Sense of (Existing) Language Agents

Long-term External Internal Decision
Memory@ Grounding Actions Making
SayCan (Ahn et al., 2022) - physical - evaluate
ReAct (vao et al., 2022b) - digital reason propose
Voyager (Wang et al., 2023a) procedural digital reason/retrieve/learn  propose
Generative Agents (Park et al., 2023)  episodic/semantic  digital/agent reason/retrieve/learn  propose
Tree of Thoughts (vao et al., 2023) - digita[ﬁ reason propose, evaluate, select



Make Sense of (Existing) Language Agents

Updating episodic memory with experience. It is common practice for RL agents to store episodic
trajectories to update a parametric policy (Blundell et al., 2016; Pritzel et al., 2017) or establish a non-
parametric policy (Ecoffet et al, 2019; Tuyls et al., 2022). For language agents, added experiences in episodic
memory may be retrieved later as examples and bases for reasoning or decision making (Weston et al., 2014;
Rubin et al., 2021; Park et al., 2023).

Updating semantic memory with knowledge. Recent work (Shinn et al., 2023; Park et al/, 2023) has
applied LLMs to reason about raw experiences and store the resulting inferences in semantic memory. For
example, Reflexion (Shinn et al , 2023) uses an LLM to reflect on failed episodes and stores the results (e.g.,
“there is no dishwasher in kitchen”) as semantic knowledge to be attached to LLM context for solving later
episodes. Finally, work in robotics (Chen et al , 2023a) uses vision-language models to build a semantic map
of the environment, which can later be queried to execute instructions.

Updating LLM parameters (procedural memory). The LLM weights represent implicit procedural
knowledge. These can be adjusted to an agent’s domain by fine-tuning during the agent’s lifetime. Such
fine-tuning can be accomplished via supervised or imitation learning (Hussein et al, 2017), reinforcement
learning (RL) from environment feedback (Sutton and Barto, 2018), human feedback (RLHF) (Christiano
et al,, 2017; Ouyang et al., 2022; Nakano et al,, 2021), or AI feedback (Bai et all, 2022). For example,
XTX (Tuyls et ali, 2022) periodically finetunes a small language model on high-scoring trajectories stored in
episodic memory, which serves as a robust “exploitation” policy to reach exploration frontiers in the face of
stochasity. Recent work (Huang et al', 2022a; Zelikman et al/, 2022) has also shown the potential of finetuned
small language models distilling then surpassing larger ones. Fine-tuning the agent’s LLM is a costly form of
learning; thus, present studies specify learning schedules. However, as training becomes more efficient — or if
agents utilize smaller subtask-specific LLMs — it may be possible to allow language agents to autonomously
determine when and how to fine-tune their LLMs.

Learn = Write long-term memory
e Unify various things

Updating agent code (procedural memory). CoALA allows agents to update their source code, thus
modifying the implementation of various procedures. These can be broken down as follows:

.

Updating reasoning (e.g., prompt templates; Gao et ali, 2020; Zhou et al,, 2022b). For example,
APE (Zhou et al., 2022h) infers prompt instructions from input-output examples, then uses these
instructions as part of the LLM prompt to assist task solving. Such a prompt update can be seen as
a form of learning to reason.

.

Updating grounding (e.g., code-based skills; Liang et al, 2023a; Ellis et al , 2021; Wang et al.,
2023z). For example, Voyager (Wang et al, 2023a) maintains a curriculum library. Notably, current
methods are limited to creating new code skills to interact with external environments.

Updating retrieval. To our knowledge, these learning options are not studied in recent language
agents. Retrieval is usually considered a basic action designed with some fixed implementation
(e.g., BM25 or dense retrieval), but research in query/document expansion (Nogueira et al , 2019;
Wang et al., 2023¢; Tang et al., 2023a) or retrieval distillion (Izacard et al., 2021) may be helpful for
language agents to learn better retrieval procedures.

Updating learning or decision-making. Finally, it is theoretically possible for CoOALA agents
to learn new procedures for learning or decision making, thus providing significant adaptability.
In general, however, updates to these procedures are risky both for the agent’s functionality and
alignment. At present, we are not aware of any language agents that implement this form of learning;
we discuss such possibilities more in Section .

While RL agents usually fix one way of learning (e.g., Q-learning, PPO, or A3C) and learn by updating model
parameters, language agents can select from a diversity of learning procedures. This allows them to learn
rapidly by storing task-relevant language (cheaper and quicker than parameter updates), and leverage multiple
forms of learning to compound their self-improvement (e.g., Generative Agents discussed in Section [3).

Finally, while our discussion has mostly focused on adding to memory, modifying and deleting (a case of
“unlearning”) are understudied in recent language agents. We address these areas more in Section 6.




Guide Building of

(Future) Language Agents

Updating episodic memory with experience. It is common practice for RL agents to store episodic
trajectories to update a parametric policy (Blundell et al., 2016; Pritzel et al., 2017) or establish a non-
parametric policy (Ecoffet et al, 2019; Tuyls et al., 2022). For language agents, added experiences in episodic
memory may be retrieved later as examples and bases for reasoning or decision making (Weston et al., 2014;
Rubin et al., 2021; Park et al., 2023).

Updating semantic memory with knowledge. Recent work (Shinn et al., 2023; Park et al/, 2023) has
applied LLMs to reason about raw experiences and store the resulting inferences in semantic memory. For
example, Reflexion (Shinn et al , 2023) uses an LLM to reflect on failed episodes and stores the results (e.g.,
“there is no dishwasher in kitchen”) as semantic knowledge to be attached to LLM context for solving later
episodes. Finally, work in robotics (Chen et al , 2023a) uses vision-language models to build a semantic map
of the environment, which can later be queried to execute instructions.

Updating LLM parameters (procedural memory). The LLM weights represent implicit procedural
knowledge. These can be adjusted to an agent’s domain by fine-tuning during the agent’s lifetime. Such
fine-tuning can be accomplished via supervised or imitation learning (Hussein et al, 2017), reinforcement
learning (RL) from environment feedback (Sutton and Barto, 2018), human feedback (RLHF) (Christiano
et al,, 2017; Ouyang et al., 2022; Nakano et al,, 2021), or AI feedback (Bai et all, 2022). For example,
XTX (Tuyls et ali, 2022) periodically finetunes a small language model on high-scoring trajectories stored in
episodic memory, which serves as a robust “exploitation” policy to reach exploration frontiers in the face of
stochasity. Recent work (Huang et al', 2022a; Zelikman et al/, 2022) has also shown the potential of finetuned
small language models distilling then surpassing larger ones. Fine-tuning the agent’s LLM is a costly form of
learning; thus, present studies specify learning schedules. However, as training becomes more efficient — or if
agents utilize smaller subtask-specific LLMs — it may be possible to allow language agents to autonomously
determine when and how to fine-tune their LLMs.

Learn = Write long-term memory
e Unify various things
® Reveal lots of gaps

Updating agent code (procedural memory). CoALA allows agents to update their source code, thus
modifying the implementation of various procedures. These can be broken down as follows:

.

Updating reasoning (e.g., prompt templates; Gao et ali, 2020; Zhou et al,, 2022b). For example,
APE (Zhou et al., 2022h) infers prompt instructions from input-output examples, then uses these
instructions as part of the LLM prompt to assist task solving. Such a prompt update can be seen as
a form of learning to reason.

.

Updating grounding (e.g., code-based skills; Liang et al, 2023a; Ellis et al , 2021; Wang et al.,
20232). For example, Voyager (Wang et al, 2023a) maintains a curriculum library. Notably, current
methods are limited to creating new code skills to interact with external environments.

Updating retrieval. To our knowledge, these learning options are not studied in recent language
agents. Retrieval is usually considered a basic action designed with some fixed implementation
(e.g., BM25 or dense retrieval), but research in query/document expansion (Nogueira et al , 2019;
Wang et al., 2023¢; Tang et al., 2023a) or retrieval distillion (Izacard et al., 2021) may be helpful for
language agents to learn better retrieval procedures.

Updating learning or decision-making. Finally, it is theoretically possible for CoOALA agents
to learn new procedures for learning or decision making, thus providing significant adaptability.
In general, however, updates to these procedures are risky both for the agent’s functionality and
alignment. At present, we are not aware of any language agents that implement this form of learning;
we discuss such possibilities more in Section .

While RL agents usually fix one way of learning (e.g., Q-learning, PPO, or A3C) and learn by updating model
parameters, language agents can select from a diversity of learning procedures. This allows them to learn
rapidly by storing task-relevant language (cheaper and quicker than parameter updates), and leverage multiple
forms of learning to compound their self-improvement (e.g., Generative Agents discussed in Section [3).

Finally, while our discussion has mostly focused on adding to memory, modifying and deleting (a case of
“unlearning”) are understudied in recent language agents. We address these areas more in Section 6.




Guide Building of (Future) Language Agents

A W N -

Prompt engineering Working memory & reasoning

Retrieval corpora Long-term memory

—

In-context learning, finetuning Learning

External actions, tools

B W N -

Action space

U

B W N

Systematic prompting & parsing (e.g. OpenAl function calls, Guidance, ...)

Writing to memory, beyond just retrieval (e.g. Reflexion, Generative Agents, Voyager...)
Various learning understudied (meta-prompt, update code, unlearn, mixed learning)
Synergizing effects & safety analysis via action space




% CoALA:

e Agent =LLM + Memory + Code

e Memory =episodic/semantic / procedural (stores LLM+code)
e Code = decision / action procedures

e Action =grounding/ reasoning/ learning / retrieval
e New techniques can fix old issues

e Old insights can guide new development

Read the paper for much more information!



Part 2. Evaluation



w N O

Evaluation of Language Models

easy to solve, easy to evaluate (Most existing NLP tasks are becoming..)
easy to solve, hard to evaluate (Open-ended Text Generation)

(Games; Coding?)

(Most recent agent tasks?)

hard to solve, easy to evaluate
hard to solve, hard to evaluate

Easy to evaluate: cheap, fast, consistent, (not too subjective)



Evaluation: how to be cheap, fast, yet high-quality?

please evaluate the code and give a score

Sure, | can provide an evaluation of the code based ¢
10 to rate each aspect. Keep in mind that this is a sul

possible considerations. Here's the evaluation:

1. Readability (9/10): The code is well-structured and
comments. However, it could benefit from some ad:
purpose of the methods and the logic behind the Fi

2. Efficiency (7/10): The iterative method is efficient a

\U,NnY,|+

att C

= ’.fA\'p(’ ’ |

Tiype € 10,0.1,0.5,1)

Human Evaluation
L High-quality (esp. if you're OpenAl): RLHF

2 Not Scalable (if you're not OpenAl): expensive
and slow to collect data

LM Evaluation
2 Not High-quality (yet): hallucinations
L Scalable (somewhat): unlimited, but with costs

“Rule-based” Evaluation
< High-quality: if we leverage domain priors!

& Scalable: unlimited, free, fast



w N O

Evaluation of Language Models

easy to solve, easy to evaluate Most existing NLP tasks are becoming..)

Games; Coding?)

(

easy to solve, hard to evaluate (Open-ended Text Generation)
hard to solve, easy to evaluate |
(

hard to solve, hard to evaluate Most recent agent tasks?)

Easy to evaluate: cheap, fast, consistent, (not too subjective)

Evaluation of Language Agents

Collie: make text generation hard to solve and easy to evaluate!
InterCode: make coding interactive
WebShop: make web tasks easy to evaluate



Environment: how to be cheap, fast, yet useful?

Physical World / Humans

<Y Practical: robots / chatbots
2 Not Scalable: expensive and slow to collect data

Digital Simulations / Games

& Not Practical: sim-to-real is hard
< Scalable: free, unlimited interactions

Digital Applications (Internet, code, software, ...)

<« Practical: important tasks to automate
<« Scalable: huge scale, rich complexity, free and fast




Task

Action

Observation
feedback

Reward
feedback

1. WebShopw/

“Find a t-shirt that...”

Web actions

Webpage

Attribute rule-based

Overview

2. InterCode|=]

“Remove the file that...”

Code as action

Code execution result

Unit test or file diff

3. Collie ”

“Write a paragraph that...”

Text as action

Synthetic constraint
satisfaction feedback

Grammar rule-based


https://emojipedia.org/shopping-cart

COLLIE: Systematic Construction of
Constrained Text Generation Tasks

Shunyu Yao* Howard Chen* Austin W. Hanjie* Runzhe Yang* Karthik Narasimhan
Department of Computer Science, Princeton University
{shunyuy, hc22, hjwang, runzhey, karthikn}@princeton.edu



Constrained Text Generation

A traditional and important NLP (seg2seq) task: constraints -> text
Prior benchmarks: fixed constraint type and too simple for LLMs
o “Generate a sentence with dog, catch, happy.”
Collie’s goal:
o Diverse and arbitrarily hard constraints for LLMs, yet guaranteed to be solvable
o Automatic task construction + evaluation, without human efforts!
o Challenge language understanding/generation, semantic planning,

logical/arithmetic reasoning, ...
Core idea: leverage the infinite expressivity of grammar



Collie;: Grammar

S — (level(§) =) AM

M—->C|CANM|CVM

C — count (T, 4, vse | £") @ voum | POS(T, £, Vnum) © Vste
T — & | pos(T, £, vaum)
¢ — char | word | sentence | paragraph | passage
oo=lE @ o=lA>I<I<]>

Vstr € X VUnum € Z

e Few core concepts: count, pos, level
e But compositionality yields power

(constraint specification)
(multi-constraint)

(base-constraint)
(text)

(level)

(relation)

(value)

e Easily extensible (e.g. POS, sentiment, topic, ...)

(D
2)
3)
4)
®)
(6)
(7



Collie-v1: 2,080 Constraints across 13 Types

ID Example instruction

Multi-constraint // (a)

count (€, char, word) S 15 Zero-shot performance

wordO1 Generate a word with at least 15 letters.

word02 Generate a word with 10 letters, where count (¢, char, word) = 10 A pos(¢, char, 1) = s

letter 1 is ‘s’, letter 3 is ‘r’, letter 9 is ‘e’. A pos(§, char, 3) = " A pos(§, char,9) = GPT4 50.9'
word03 Generate a word with at most 10 letters and ~ count (¢, char, word) < 10 A

ends with “r". pos(&,char,—1) = T
sent01 Please generate a sentence with exactly 82 count (€, char, sentence) = 82 GPT-3.5 I 27.99%

characters. Include whitespace into your
character count.

sent02

Generate a sentence with 10 words, where
word 3 is “soft” and word 7 is “beach” and
word 10 is “math”.

count (€, word, sentence) = 10 A
pos(&, word, 3) = “soft" A
pos (¢, word, 7) = “beach” A
pos(&, word, 10) = “math"

sent03

Generate a sentence with at least 20 words,
and each word less than six characters.

count (€, word, sentence) > 20 A
count (&, char, word) < 6

sent04

Generate a sentence but be sure to include
the words “soft”, “beach” and “math”.

count (€, word, ‘soft’) > 0 A
count (€, word, ‘beach’) > 0 A
count (¢, word, ‘math’) > 0

para01

Generate a paragraph where each sentence
begins with the word “soft”.

pos(pos(€, sentence, 1), word, 1) = ‘soft’ A

pos(pos(§, sentence, 2), word, 1) = ‘soft” A ...

para02

Generate a paragraph with at least 4
sentences, but do not use the words “the”,
“and” or “of”.

count (¢, sentence, paragraph) > 4 A
count (&, word, ‘the’) =0 A

count (€, word, ‘and’) = 0 A

count (&, word, ‘of”) = 0

para03

Generate a paragraph with exactly 4
sentences, each with between 10 and 15
words.

count (&, sentence, paragraph) = 4 A
count (&, word, sentence) > 10 A
count (€, word, sentence) < 15

para04

Generate a paragraph with at least 3
sentences, each with at least 15 words.

count (&, sentence, paragraph) > 3 A
count (€, word, sentence) > 15

para05

Generate a paragraph with 2 sentences that
end in “math” and “rock” respectively.

count (€, sentence, paragraph) = 2 A

pos(pos(&, sentence, 1), word, —1) = “math" A
(

PaLM - 21.5%
Vicuna-7B - 16.4%
Alpaca-7B - 16.3%

Constraint satisfaction rate - GPT-4

word01 I O7 .2 %
word02 | 0.9%

word03 =

sent01 Il 9.5%

sent02 | 0.4%

sent03 H

sent04 NG 95.1%
para0l NN 0 6.7 %
para02 NN 0 3.3 %

pos(pos(£, sentence, 2), word, —1) = “rock" para03 H
passO1 Geqerat.e a passage with 2 paragraph.s, each count (¢, paragraph, passage) = 2 A . para04 H
ending in “I sit.” and “I cry.” respectively. pos(pos(&, paragraph, 1), sentence, —1) = “Isit." A para05 H

pos(pos(§, paragraph, 2), sentence, —1) = “I cry."

pass01 H



Task Construction is Fully Automatic

Constraint count (&, word, ) < x A Instiction Generate a sentence with at
G _3) = Renderin —> most 10 words where the
Skl Ros\Grord; ) =¥ g third last word is ‘mankind’.

§3.1 J sy §3.3 J

- [ Extraction J 84.1

— s

*~ e ‘L

S United we stand,

ot Coroora Tl}e only thing thaf c..... N 5 humanity can overcome any
P will redeem mankind Fluency challenge for the betterment
is cooperation. (@words) of mankind. (13 words)

e Human just specify constraint types
® (ollie automatically extracts constraint “values” from corpora
e Rule-based instruction rendering and text evaluation (extensible)



Feedback helps!

H

S generate a word with 10 letters, where letter 1is "s", letter 3 is "r", letter 9 is "e"

B

Sure, here's a word that meets your criteria: "strenuous".

SH your word only has 9 letters, and letter 9 is "s", not "e".

@ A

Many other cool findings in the paper!

I apologize for the mistake. Here's a correct word that meets your criteria: "strategies".

(b)

~
o

Constraint satisfaction rate (%)

N
vl

N
o

(o3}
u

[e)]
o

w
(9]

u
o

GPT-4 interactive generation

0,
65.0% 66'10 %
61.7% I
51.3%
1st rbund 2nd found 3rd found 4th found



InterCode: Standardizing and Benchmarking
Interactive Coding with Execution Feedback

John Yang® Akshara Prabhakar® Karthik Narasimhan Shunyu Yao
Department of Computer Science, Princeton University
{jy1682, ap5697, karthikn, shunyuy}@princeton.edu



Code Interaction

Static NL2Code benchmarks: HumanEval, Spider, NL2Bash, ...

[
e But humans code in a fundamentally interactive manner!
e Some interactive/execution-based methods, but no standard benchmark

= Query @ InterCode Env
(Bash) “Move all images from

my Desktop and Downloads a
to a compressed folder on
my USB drive.”

Provided

Designer

n
-—
=
=]
\ Y
O
<
Y
(]
=




InterCode Setup

— Question
Find all text files in the testbed directory and
. subdirectories and concatenate them into a single file
— Agent —
i 0 | pwd
() Bash Env—
/
— Agent — I_
d | s
=] Bash Env—
testbed dirl dir2
Agent
find /testbed -type f -name ‘x*.txt’...

Bash Env—
/testbed/dir3/textfile6.txt /testbed...

Agent
‘ submit I

e Standard RL env:

o Environment: Docker-based
Python/SQL/bash terminals

o Action: code command

o Observation: execution result

e Benefits

o Safe and reproducible

o Unlock new tasks (e.g. CTF)

o Unlock new evaluations (e.g. Bash)

o Unlock new methods (e.g.

Plan-and-solve)



InterCode: new methods

Single Turn

L]

1

'

: r— Initial M_sg. - Que_stlon Actl_on Evaluate
i Youare helping auserwhois | gy | Whatis the <action> )

» trying to do something in a country EN after first
' MySQL DB. Respond with the code and :

' correct SQL command... first name.. action

'

“Try Again”

Plan & Solve

Initial Msg.
[Llet's understand the problem and devise
plan... Then, let's carry out the plan...

Question
What is the country code and first name... I

— Initial Msg, ——o 18 Initial Msg. ———————————
@ You are a SQL code generator helping... " @ Interact with a MySQL DB using SQL to...

Your task is to interact with a MySQL DB...

Use interleaving Thought, Action, Obs...

Question
@ | Whatis the country code and first name... |

Question
What is the country code and first name... |

Observation times Observation times
== | <std. output, reward> | = | <std. output> |
v N2
Terminate when reward =1

or exceeds n turns "

1

1

1

1

1

1

1

1

1

1

1

1 Agent " Agent
¥ n
; | <action> |© Upton | <thought> » <action> |@ Upton
1

1

1

1

1

1

1

1

1

finishes or exceeds n turns

' Terminate when thought chain !

Agent
[ |
Execute Msg. ———

You will now execute your own plan.
Interact with a MySQL DB using SQL...

Agent
[occion | @ (4 vpro
" Observation L/j plan
n@d M length
n
n d/

Terminate when plan is
L completed or

o

" n turns exceeded

Try Again (n = 10)
SR Turns Error% | SR

ReAct (n =10)
Turns

Error % | SR

Plan & Solve
Turns  Error %

6.94
204

SQL 473 1725 464 58.7 5.30
Bash 46.5 6.15 249 20.5 4.40

49.1 429 162
280 6.65 533

Interactive >> seq2seq

Different interactive methods have

different tradeoffs

Large room for improvement

Success Rate
W ow
S O

N}
G

N
)

15

(a) Success rate vs. turns for InterCode-Bash

| '
.o
=

r

/o
.//I

—’.,—-.‘

p=t
S/

——e

B e ]

-0 -

-
-

-
-
.o

chat-bison-001
gpt-3.5

opt-4

starchat
text-bison-001 -
text-davinci-003
vicuna

NENPANED S S S

Ny

4

6

8 10

Number of Interaction Turns

Success Rate

! I ' |
chat-bison-001 e
70 -~ -
-®- gpt-3.5 Pt
ol ~® opta o 3
starchat d
50 —®- text-bison-001 ~
—e— text-davinci-003 e
a0} -@®- vicuna _.—".
30
20
10F
0 : -

2 4 6 8 10
Number of Interaction Turns

(b) Success rate vs. turns for InterCode-SQL



Future: Coding -> Software engineering?

—Task
. Challenge Description: Agent Agent Agent Agent

You have access to the /bin/bash -c "cat python3 -c "import pip3 install python3 -c "import

file 'unpackme.flag.py’ unpackme. flag.py" base64;...” cryptography base643...”

that contains the

hidden flag. Find the — BashEnv —_ BashEnv — Bash Env — BashEnv
flag’s value. import base64; from crypto Traceback (most recent Collecting cryptography, if dnput('> ') == '...':
rd graphy.fernet import Fernet call last): ... Downloading print('
Flag: picoCTF{175_chr ’,’:z:‘::ﬁt:t:' ses's keysstrrs ModuleNotFoundError: cryptography-40.0.2 ...
157m45_85f5d0ac} Gloch, .13 Kiy.basesRss Successfully installed D)
base64. I e

SWE-bench: Can Language Models Resolve
Real-World GitHub Issues?

Model % Resolved % Apply
Carlos E. Jimenez* 2 John Yang*!? Alexander Wettig'?

Shunyu Yao'* Kexin Pei’ Ofir Press’? Karthik Narasimhan'? ChatGPT—3 ” 5 O i 50 8 .40
!Princeton University  *Princeton Language and Intelligence  *University of Chicago Cl au d e 2 3 60 3 8 1 O
Q@ Issue . > ( @ Language Model ) [ Unit Tests GPT_4* 1 .30 10-00
data leak in GBDT due to warm &

start (This is about the non- PrePR | PostPR| Tosts SW 1 7b 3 00 54 80
histogram-based version of... 11 Generated PR 2012 mmmE join_struct_col E-L ama . [ ]
vstack_struct_col
SWE-Llama 13b 4.00 52.10

matrix_transform

) Codebase B sklearn
m sklearn/ D regs.txt O gradient_boosting.py
m examples/ [ setup.cfg O helper.py

EY

A

euclidean_diff

[ READMErst () setup.py | utils =]

Figure 1: SWE-bench sources task instances from real-world Python repositories by connecting
GitHub issues to merged pull request solutions that resolve related tests. Provided with the issue
text and a codebase snapshot, models generate a patch that is evaluated against real tests.



WebShop: Towards Scalable Real-World Web
Interaction with Grounded Language Agents

Shunyu Yao* Howard Chen* John Yang Karthik Narasimhan
Department of Computer Science, Princeton University
{shunyuy, howardchen, jy1682, karthikn}@princeton.edu



Table 3

Query
For the last &
house arrest

In the winter
at Rainier Pa

This compar
had a guaran

Web Interaction

How can | train the crows in my neighborhood to bring me gifts?

This question does not make sense

Search results for: how to train crows to bring you gifts

‘ = how to train crows to bring‘ Find in page

How to Make Friends With Crows -
PetHelpful

If you did this a few times, your crows would
learn your new place, but as | said, I'm not
sure if they will follow or visit you there since
it's probably not in their territory. The other
option is simply to make new crow friends
with the crows that live in your new
neighborhood.

Gifts From Crows | Outside My Window

The partial piece of apple may have been
left behind when the crow was startled
rather than as a gift. If the crows bring bright
objects you'll know for sure that it's a gift
because it's not something they eat. Brandi
Williams says: May 28, 2020 at 7:19 am.

|
| |

This question should not be answered

Quotes

+Add new quote |

[1] Gifts From Crows | Outside My
Window
(www.birdsoutsidemywindow.org)

Many animals give gifts to members of
their own species but crows and other
corvids are the only ones known to
give gifts to humans.

Number of quote tokens left: 463

Number of actions left: 96

[ Done quoting! Write an answer

(a) Screenshot from the demonstration interface.

4Question
How can I train the crows in my neighborhood to bring me gifts?

4Quotes

From Gifts From Crows | Outside My Window (www.birdsoutsidemywindow.org)
> Many animals give gifts to members of their own species but crows and
other corvids are the only ones known to give gifts to humans.

#Past actions

Search how to train crows to bring you gifts

Click Gifts From Crows | Outside My Window www.birdsoutsidemywindow.org
Quote

Back

+Title

Search results for: how to train crows to bring you gifts

#Scrollbar: 0 - 11

oText

(0tHow to Make Friends With Crows - PetHelpfulfpethelpful.com)

If you did this a few times, your crows would learn your new place, but
as I said, I’m not sure if they will follow or visit you there since it’s
probably not in their territory. The other option is simply to make new
crow friends with the crows that live in your new neighborhood.

(11Gifts From Crows | Outside My Windowtwww.birdsoutsidemywindow.org)
The partial piece of apple may have been left behind when the crow was
startled rather than as a gift. If the crows bring bright objects you’ll
know for sure that it’s a gift because it’s not something they eat.
Brandi Williams says: May 28, 2020 at 7:19 am.

¢Actions left: 96
#Next action

(b) Corresponding text given to the model.

Nogueira et al. End-to-End Goal-Driven Web Navigation
Nakano et al. WebGPT: Browser-assisted question-answering with human feedback

Mint WWikiNav:-WebGPT: RLHFe games’mes”
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n
20
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WebShop

A Description:Produc = : * B8 [Large Siz = -
Websh o p search laptop desk.Produc !ite_l_‘!_d,'e tail styling with light wWJ:tevln..,d'e tail
walnut.Product weight: Holds laptops up to 17 inches. It also
. 4.6pounds.Material: high quality thick have spacious space (23.6x15.7x11
Instruction: steel pipe, black brushed sheet.Special inches) for your laptop, notebook,
i'm looking for a small portable folding desk that is ||| design: black brushed smooth table top, mouse, pen and coffee. Its generous
already fully assembled; it should have a khaki Increase;fie lengthrand widih of the size gives this versatile desk even
wood finish, and price lower than 140.00 dollars ||| &'e: itis possible to place the computer more flexibility.
L and various items.Function: Can be used
: : as computer desk, dining table, bedside L [Wide Application] Our
portable folding desk khaki wood ( 1 ) table.Product size: 23.6x15.7x11 inches fordable lap desk can be used as a
— R 4
1t : -
v resu S w4 WMENHG Folding Labtop Table Bed Desk item
Page 1 (Total results: 50) b n I5‘C Lap Desk with,Drawer Book Stand

Reading Holder Leg Space Laptop Bed
Trdy Foldable Lay Table Breakfast
Desk Sofa Small Desk for Small Space

Price: $400.0 ’
Buy Now @
v

Desk, Portable Writing Study Desk, Sturdy__| Rating: N4\ g

Next >

8090381868

MENHG Folding Breakfast Tray Table,
Efficient Home Laptop Notebook Computer ]

Home Office Table Workstation '9 oy AR .
$109.0 cription| Overview

KPSP Folding Study Desk Bed Breakfast COIOI" .

Serving Tray Table Efficient Home Laptop : :
Notebook Computer Desk Portable black khaki white 3 . 1.0 !

Standing Desk for Small Space Bedroom || | N " J O o eeeeeeea=-

Why Shopping?
e Scalable environment: rich dynamics, scalable items
e Scalable task: well-defined problem, possible for automatic reward synthesis
e Interesting challenges: multi-modal understanding, decision making, etc.


https://webshop-pnlp.github.io/assets/static/demo.mp4

Construction

e Scrape 118M products from amazon.com, text mine attributes

@ KODAK PIXPRO Astro Zoom AZ421-BK 16MP Digital

. Camera with 42X Optical Zoom and 3" LCD Screen (Black)
Electronics ~ Electronics ¥ | Camera & Photo
Qe

Department

Electronics

Camera & Photo

Cell Phones & Accessories
Computers & Accessories
Electronics Warranties

GPS, Finders &
Accessories

Headphones
Home Audio
Office Electronics

Accessories & Supplieg

Full HD 1080P 20MP Mini Digi
Video Camera Student Camerz
kK 556
-24%*45"" 45500

Save 5%] with coupon

prime Get it as soon as Wed, Jun 22
FREE Shipping by Amazon

Car & Vehicle Electronics

KODAK PIXPRO Astro Zoom A:
(Black)
113915

747

50% off gift wrap service: code GIFTWI

prime Get it as soon as Wed, Jun 22
FREE Shipping by Amazon

More Buying Choices

$149.00 (13 used & new offers)

Canon EOS 2000D (Rebel T7) [
Memory (28pc Bundle)
S 963

$499% 551000
Lowest price n 30 days

prime Get it as soon as Sun, Jun 26
FREE Shipping by Amazon

@ Color: Red
we ®
-
L)

Style: Camera Only

Camera w/ 3268 w
only card Compact.

About this item

o Powerful 16. 1-Megapixel CCD sensor gives you room to enlarge, zoom and crop to
content without losing out on life-like clarity or quality.

» 42x optical zoom and a 24mm wide angle lens Moves you closer to the subject and
every frame; 1080P

* Face/Cat/dog detection detects facial features and enhances it for true subject high
your four-legged Cat and dog friends. Blink/smile detection helps you to capture tt
moment.

* Face Beautifier mode and loads of built-in touch-up features allow you to reduces f
enhance skin tone and the eyes of your portrait subjects instantly.

» Use the Panorama mode to create a seamless panoramic picture to 180-degree eas
the camera across your subject. Continuous shooting

® The az421 takes a standard SD/SDHC memory card that is at least Class 4 and no Lz
32GB

Product Description
Passion and performance Go hand in hand when with our Kodak PIXPRO AZ421 digital came

optical image stabilization delivers crisp, clear 16 Megapixel close-ups, panorama or HD vide
powerful yet user-friendly settings make photography easy, fun and zero hassle. Kodak PIXP

Optical zoom
LCD screen
Memory card
Digital camera



Construction

e Scrape 118M products from amazon.com, text mine attributes

e Build synthetic website with aligned text interface

8090381868

MENHG Folding Breakfast Tray Table,
Efficient Home Laptop Notebook Compu
Desk, Portable Writing Study Desk, Sturd
Home Office Table Workstation

$109.0

B0SPSZBCWR

KPSP Folding Study Desk Bed Breakfast
Serving Tray Table Efficient Home Laptor
Notebook Computer Desk Portable

Standing Desk for Small Space Bedroom

N HTML mode

B Instruction: V SImple mode

I'm looking for a small portable folding desk
that is already fully assembled [...]

[btn] Back to Search [/btn]

Page 1 (Total results: 50) [btn] Next [/btn]
[btn] MENHG Folding Breakfast Tray [...] [/btn]
$109.0

[btn] KPSP Folding Study Desk Bed [...] [/btn]




Construction

e Scrape 118M products from amazon.com, text mine attributes

e Build synthetic website with aligned text interface
e Human instructions & Automatic reward via product attributes/options/prices/types

Goal product (U)
e Goal Instruction

y - T 2 . Fujifilm X-T1 16 MP Mirrorless Digital
0 3 Camera with 3.0-Inch LCD (Body Only) . . . - = -
(Graphite Silver & Weather Resistant) Human “i'd like to find a digital camera that's water resistant. the color needs to
(Renewed) g1 > be graphite silver and i want the configuration to be the international

version, and price under 1000 dollars”

configuration




Construction

e Scrape 118M products from amazon.com, text mine attributes
e Build synthetic website with aligned text interface

e Human instructions & Automatic reward via product attributes/options/prices/types

Goal Instruction

“i'd like to find a digital camera that's water resistant. the color needs to
be graphite silver and i want the configuration to be the international
version, and price under 1000 dollars”

Purchased product (Y) ‘
~ " "L Olympus E-PL5 16MP Mirrorless

Digital C ith 3-Inch LCD, Bod H H

Only (WTTtS) (01 Modeh oy Automatic Reward Calculation

Price: $139.79

0+2+1
0222 075
T+2+1




Sim-to-real transfer (Amazon/eBay)

60

50

40

30

20

10

metric = score

45.6 45.8

rule

59.9 61.5

IL

metric = SR

B \WebShop
B Amazon.com

rule

29.1

IL

Learned policy generalizes to different search engine and products



WebShop: Summary

e First large-scale, realistic web interaction benchmark

o Trending in 2023: WebArena, Mind2Web, ...
e Synthetic website provides controlled development, transfers to real websites
e Task priors (self/model-supervision) provides scalable reward

(Individual) Human reward finetuning on top of synthetic reward pre-training?

N Olympus E-PL5 16MP Mirrorless
\'y Digital Camera with 3-Inch LCD, Body
\J Only (White) (Old Model)
]

Price: $139.79

Text mini Sentiment analysis
ext mining
Users find it good..

touch screen — o
Summarization

digital camera
This is a digital...

Image Detection

Optical zoom...



Other Recent Benchmarks

WebArena

( Self-hosted fully functional web applications \
= ®
» X Y
\)
\zY) o2 @ “
[}
OneStopShop  cMS  reddit  GitLab

SNR LD

Toolbox Knowledge resources

\ ‘WebArena

Action

"

Feedback

©0l
=0

3
Tell me how much I spent on
food purchase in March 2023

& Create a ‘NolanFans' repo,
listing Nolan's Oscar-winning
films in a README file ”

Q

Functional
Failure

Agent

check_repo
check_readm
check_answer ¥

Functional
Success

Function ID Intent

Eval Implementation

1 Tell me the name of the customer who
has the most cancellations in the history

exact_match(a, “Samantha Jones™)

Find the customer name and

Tinf (a*z d)
" 2 email with phone number 8015551212

must_include(a, “Sean Miller”)
must_include(d, “sean@gmail.com”)

Compare walking and driving time

fuzzy_match(a, “Walking: 2h58min”)

: from AMC Waterfront to Randyland fuzzy_match(a, “Driving: 21min”)
url = locate_last_url(s)
4 Checkout merge requests exact_match(URL, ‘‘gitlab.com/merge_
assigned to me requests?assignee_username’’
=byteblaze’’
Tprog (8) url = locate_latest_post_url(s)
é body = locate_latest_post_body(s)
5 Post to ask “whether I must_include (URL, ‘‘/f/nyc’’)

need a car in NYC”

must_include (body,
‘‘whether I need a car in NYC”

AgentBench

Real-world Challenges

(0n an Ubuntu bash terminal)
Recursively set all iles in the directory to
read-only, except those of mine.

(Given Freebase APIs)
[ e LLM-as-Agent
[ (Given MySQL APls and existed tables) Large
Grade students over 60 as PASS in the table. :g. Language
Agent Models

8 Diverse Environments

Operating |

System Database

This is a two-player battle garme, you are a

(On the GUI of Aquawar)
player with four pet fish cards ......

of turtle soup, and after finishing t, he

A man walked into a restaurant, ordered a bow/
ccommitted suicide. Why did he do that?

% Text-only
Environments

Please put a pan on the dinning table.

(On the official website of an airline)
Book the cheapest flight from Beijing to Los

Angeles in the last week of July.

[ (In the middle of a kitchen in a simulator)

Operating System

gpt-4

claude
gpt-3.5-turbo
text-davinci-003
claude-instant
text-davinci-002
text-bison-001
chatglm2
openchat-13b
wizardim-30b
vicuna-13b
wizardim-13b

Database

Web
Shopping

Knowledge
Graph

House-holding (E:’;agrgatliame wizardcoder-15b
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(b) Overall scores of AgentBench across 8 environ
-ments. Dashed lines for two LLM types’ average.



Summary

e Language agents are a new & different kind of agents that rely on LLM reasoning
e We have a lot of ideas (and hypes), but we lack theories and benchmarks
o To formulate language agents, use classical insights from Al and CogSci
o To evaluate language agents, use real-world interactive tasks + “‘good” metrics
o  Where academia could uniquely help
e Future directions for language agents......
o Check section 6 of the CoALA paper
o Chat with me (in the afternoon or email)
o  https://tinyurl.com/shunyu-feedback

Thanks!


https://tinyurl.com/shunyu-feedback

