| anguage Agents

From next token prediction to digital automation

—®
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Autonomous agents to interact with the worlo

g, Teedback
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Agent Environment
Rule-based agents: manual design Interact with humans / physical world
earning-based agents: trial-and-error Interact with games / simulation

Language agents: reasoning to act Interact with digital world (e.g., Internet)



Challenge 1: Accessible methods for general agents

Intensive to build Takes millions of Takes millions of
B ines of rules (by training iterations
(Even for experts) domain experts) (by RL experts)

Hard to generalize




Challenge 2: Scalable benchmarks for practical tasks

Practical Scalable

(Can build agents for useful tasks) (Easy data/reward collection)

(But not scalable) (But not practical)



My researcn

Part 1. Benchmarking agents via digital automation

[NeurlPS'22, NAACL'22, ACL'23, NeurlPS'23, ICLR24, ICLR'24]

'@ ©
Web Code Software
Practical
4 Scalable

Challenging



My researcn

Part 1. Benchmarking agents via digital automation

[NeurlPS'22, NAACL'22, ACL'23, NeurlPS'23, ICLR24, ICLR'24]

Part 2. Bullding language agents that reason to act

[EMNLP’20, ICLR'23, NeurlPS'23, NeurlPS'23]

| et’s think about

OO the situation...
pwoos General

Generalizable



My researcn

Part 1. Benchmarking agents via digital automation

[NeurlPS'22, NAACL'22, ACL'23, NeurlPS'23, ICLR24, ICLR'24]

Part 2. Bullding language agents that reason to act

[EMNLP’20, ICLR'23, NeurlPS'23, NeurlPS'23]

Part 3. Principled framework for language agents

[TMLR’24]



Benchmarking agents N O
via digital automation -

WebShop: Towards Scalable Real-Wo
Yao™, Chen*, Yang, Narasimhan. Neur

|ld Web Interaction with Grounded

PS 2022

38
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Digital automation

! Visual Studio Code

File reports Code experiments —Xplore papers

® [remendous practical values, but little progress (think about Siri)

e Underlying research challenges:

® Reasoning over real-world language (and other modalities)

® [ecision making over open-ended actions and long horizon

® 5Solving these is also key for robot navigation, planning, coordination



Agent benchmarks without these challenges

Use the textbox to enter "Leonie"
Giok the 2nd search result ;a EZ 'rie sandwich
;nie Search S inventory
A You are carryilng:
Leonie a chilled sandwich
hicies cone crvida. a large stick of butter
Marcella . .
Punviner allquam adipiscing. > eat it
as You eat the chilled sandwich. (a) GoToObj: "go to
=== the blue ball”
MiniWoB TextWorld BabyAl
(Shi et al., 2017) (Coté et al., 2019) (Chevalier-Boisvert et al., 2019)
® Simulation environment e Small action space
® Synthetic text (if any) ® Short-horizon tasks
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WebGPT (Nakano et al., 2021)

Task input

How do neural networks work?

J U >

y, L\ N

4

| w
“ug”

Web browser

An agent, not a benchmark!

Task output

In its most basic form, a neural network has two layers: an input layer
and an output layer'®). The output layer is the component of the neural
network that makes predictions!'®!. In a feedforward network, information
flows through the network in the following way: patterns of information
are fed into the network via the input units, which trigger the layers of
hidden units, and these in turn arrive at the output units'!). The network
learns by a feedback process called backpropagation, which involves
comparing the output a network produces with the output it was meant
to produce, and using the difference between them to modify the weights
of the connections between the units in the network, working from the
output units through the hidden units to the input units, going
backward!?'*!, Over time, backpropagation causes the network to learn,
reducing the difference between actual and intended output to the point
where the two exactly coincide, so the network figures things out exactly
as it should!?.

How neural networks work - A simple introduction (www.explainthatstuff.com) &4
How neural networks work - A simple introduction (www.explainthatstuff.com) &£
How Do Neural Networks Really Work? | Nick McCullum (nickmccullum.com) &4
How Do Neural Networks Really Work? | Nick McCullum (nickmeccullum.com) &

SR

Reward via professional annotators

11

Desired benchmark

® | arge complex environment

® Automatic reward function

® Research challenges



= WebShop

Instruction:
| am looking for x-large, red color women faux fur

lined winter warm jacket coat, and price lower than
70.00 dollars

I Q Search
Project Site Task Instructions

WebShop

® | arge-scale complex environment based on 1.16M Amazon products
e Automatic reward based on instruction and product attribute matching

® Challenges language and visual understanding, and decision making



WebShop Is challenging

60
. . 45
Pre-trained image g
model (ResNet) r
® 30
: D
Pre-trained language Q
models (BERT, BART) A
15
Imitation learning
. . 0
reinforcement learning » Best RL agent Human Expert
Trajectory length: 4.5 11.3

Getting all attributes requires long-horizon exploration!

13



WebShop enables sim-to-real transtfer

metric = score metric = SR
599 61.5

60

Em \WebShop
e Amazon.com

S0 | 45.6 45.8
40
30
20

10

rule IL rule IL
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Possible Actions ,,.3 ‘ click X Y H begin_drag X Y H end_drag X Y H key [M] K H scroll Z ‘ i

| Perform Action |

I O Chrome-based
Environment

| Text Decoder |
é Pix2Act Agent | I |

Image Encoder

| Render Screenshot |

t

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Example Observations

N
{ want to get an 8 fluid ounce pack of 24 sweet and sour margarita and daquiri| [i want to get an 8 fluid ounce pack of 24 sweet and sour margarita and daquiri
Imix packets made with only natural ingredients, and price lower than 140.00 | |mix packets made with only natural ingredients, and price lower than 140.00
doliars

WebShop

Instruction:
i want to get an 8 fluid ounce pack of 24 sweet and sour margarita and daquiri mix
packets made with only natural ingredients, and price lower than 140.00 dolars.

i
|
'
|
'
|
|
|
|
: id ounce pack of 24 swoel and sour gargarta and doquin mix packet | @ scarcn |
|
i
|
i
|
'
i
'
|

dollars -

Original Margarita Mix Singles (8 Single-Serve
Packets Per Box ) - The Original Zero Sugar, Low
Calorie, Low Carb, Keto Friendly, Skinny Cocktail
Mixer. (3-Pack Makes 24 Individual Cocktails)
Price: $22.92

Rating: N.A.

Description Features Reviews
Buy Now
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WebAgent (Gur et al., 2023

Self-hosted fully functional web applications

Q':i:@ L ;M\.Sﬂ

OneStopShop  CMS  reddit  GitLab

SNE « D2 | mT

.
* Tell me how much I spent on
food purchase in March 2023 ,,

“ Create a ‘NolanFans' repo,
listing Nolan's Oscar-winning
films in a README file ”

Toolbox Knowledge resources , .
Functional  Functional
‘WebArena Success Failure
Function ID Intent Eval Implementation

Tell me the name of the customer who
has the most cancellations in the history

exact_match(a, “Samantha Jones”)

Tinfo(a*, @) Find the customer name and

must_include(a, “Sean Miller”)

2 email with phone number 8015551212 must_include(a, “sean@gmail.com™)
Compare walking and driving time fuzzy_match(a, “walking: 2h58min”)
from AMC Waterfront to Randyland fuzzy_match(a, “driving: 21min”)
Checkout merge requests urlzlocatefcurrefxtfurl (s)
4 assiened to me exact_match (URL, “gitlab.com/merge_
e requests?assignee_username=byteblaze™)
) url=locate_latest_post_url(s)
Tprog (S, 5 Post to ask “whether T body=locate_latest_post_body (s)

need a car in NYC”

must_include (URL, “/f/nyc”)
must_include (body, “acarin NYC”)

SeeAct (Zheng et al., 2024) WebArena (Zhou et al., 2023

AsS
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soam
[bution) asscrted wood scents [button)
[hnran] edrns [bumon)
[bulton] mamge |buton |

[bumsan | traved s¢t (4-222k) [burion]
[buttan] 5 ounce (pack of 1) [buton]
[Butes’ *-camee (2-pack) [hurion]
[hutton )] family 1602 [bution)

[button) cam‘s [button)
[Puntrom | mampe [hunan)

[button] 3 ounce {pack of 1} [butson]
‘. [humes *-cmmee (2-pock) [buron] S

Sridhar et al., 2023
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Mind2Web (Deng et al.

® \arious followup methods and benchmarks for web interaction
® [estbed for industrial developments (e.g., Google, OpenAl
® |nspired research on other real-world digital tasks (e.g., coding

1
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100

735

50

PASS@1

25

-25

May 21

Coding benchmarks are becoming easy

Codex 12B

Sep 21 Jan '22

Our work [SC

LDB+Reflexion (CPT-3.5)

Reflexion (GPT-4)
Parsel (GPT-4 + CodeT)

code-davinci-002 175B(CodeT)

May 22 Sep 22 Jan 23 May '23 Sep 23

HumanEval (Chen et al., 2021)

BGNY,

Retlexion, NeurlPS'23] has reached >95%...

16

Jan 24
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SWE-Bench

Metadata

Repo scikit-learn/scikit-learn Issue #s [14858] |nput- a GitHub repo and an issuye

Instance ID scikit-learn__scikit=-learn-14869 Pull Number 14869
Created At Aug 31, 2019 Base Commit 1018f9f...

Output: a file diff to resolve the issue

Problem Statement
HGBC with categorical_crossentropy fails silently on binary classification

T ——— Evaluation: unit tests from pull request

from sklearn.experimental import ernable_hist_gradient_boosting
from sklearn.ensemble import HislGradientBooslingClassifier

X =[[1, o], 1, @], [1, @], [0, 1], [1, 1]]
y = [1, 15 13 Q, 1]

gh = HistGradientBoostingClassifier(loss="categorical_crassentropy’, Test Patch
min_samples_leaf=1) . . ) _ _
gb.fit(X, y) sklearnfensemble/_hist_gradient_boosting/tests/test_gradient_boosting.py
print(gb.predict([[1, 0]1)) | _
print(gb.predict([T@, 111)) jig asscrt stump_clf.fit(X, y_isnan).score(X, y_-.snan) == 1
. . 420 + def test_crossentropy_binary_problem():
gives. 421 +  # categorical_crossentropy should only be used if there
422 + # arc more than two classcs present. PR #14869
[@] 423 + X = [[11, [0]]
[@] 424 +  y = [0, 1]
425 + gbrt = HistGradientBoastingClassifier(loss='categorical_crossentropy ')
And binary_crossentropy works fine. categorical_crossentropy 426 + wilh pylest.raises(Valuekrror, match=""'crossentropy' not suitable"):
. . . . cg- . 427 + gbrt. f1t(X, v)
should either generalize or raise an error on binary classification. o
Ping @NicolasHug @ogrisel 429  @pytest.mark.parametrize("scoring”, [Nonec, 'loss'])

[JYWYPPN, SWE-Bench, ICLR24] 17



| | Ms cannot solve SWE-Bench

At least not In a sequence-to-sequence setup

Model % Resolved
ChatGPT-3.5 0.20
Claude 2 1.96

GPT-4" 0.00

[JYWYPPN, SWE-Bench, ICLR24] 18



sSummary

e Digital automation: a new frontier for autonomous agents
® [remendous practical values

® Scalable environment

® Bottleneck: scalable evaluation

® |t requires sequential decision-making over open-ended language

e | [ MsorRL agents cannot solve it

® Require a fundamentally new type of agents

19



Bullding language agents
that reason to act

ReAct: Synergizing Reasoning and Acting in Language Models

Yao, Zhao, Yu,

Du, Shafran, Narasimhan, Cao. |ICL

20

R 2023




| L Ms can solve tasks using few examples

[Brown et al., 2020]

books
// laptops
the students opened their
\1\ exams
minds
Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée
plush girafe => girafe peluche
cheese => prompt

21

Training:
Next-token prediction

Inference:
Prompting for various NLP tasks



[Wei et al., 2022]

|_LIVMls can reason to answer qguestions

Chain-of-Thought Prompting

P

: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

he aswer i .

Reasoning O

Q: The cafeteria had 23 apples. If they used 20 to *

make lunch and bought 6 more, how many apples
do they have? Answer

P Derive new Information and
: The cafeteria had 23 apples originally. They used

Update internal context

Kanswer is9.

22

Question



LM reasoning: Lack of-knowledge-&capaptit
Actions & feedback

(Chain-of-thought prompt omitted)
Question: If | have seven trillion dollars, can | buy Apple, Nvidia,
and Microsoft? If not, how much more money do | need?

Apple (AAPL) market cap: $2.40 trillion
Nvidia (NVDA) market cap: $1.20 trillion
Microsoft (MSFT) market cap: $2.50 trillion
GPT-4 Total market cap: $2.40 + $1.20 + $2.50 = $6.10 trillion
(Mar 2024) $6.10 trillion - $7 trillion = $0.90 trillion
You would need $0.90 trillion more.

X

23



LM acting: Lack of examptes
Reasoning

WebShop observation

' BOO61IVFZE]

Brothers-ALL-Natural Fruit Crisps, Strawberry Banana, 0.42 -
Ounce (Pack of 100)

$85.0

' BO96H2P6G2 |

Moon Fruit Freeze Dried Fruit Snacks. Fruit Snacks for Kids -
(Variety Pack)

$18.99

'B092JLLYKS

Nature’s Turn Freeze-Dried Fruit Snacks - Banana Crisps - Perfect
For School Lunches or an On-The-Go Snack - No Sugar Added,
Non GMO, Gluten Free, Nothing Artificial (0.530z) 6-Pack
$12.99

WebShop action

Action: click | BO92JLLYKG6|

24




Reasoning (update internal belief) Acting (obtain external feedback)

Question |
Action

® O

Answer Observation

N

ReAct: a new paradigm of agents that reason and act

Reasoning O

Action

Reasoning O ‘e' O

Observation e General across domains

e Synergy of reasoning and acting

e Simple and intuitive to use

25



Traditional agents: action space A defined by the environment

a, e External feedback o,
J L O @ e Agent context ¢, = (0y,ady, 0y, Gy, ***, 0,)
e am
0, e Agentactiona, ~ n(a|c,) € A

ReAct: action space A=AUY augmented by reasoning

a, e d, € Z can be any language sequence
a. € ¥ m 0 C m @ e Agentcontext ¢, = (¢, d, a4 0,4 1)

O; e d, € Z only updates internal context

26



ReAct Is simple and intuitive to use

Task: xxXxxxx

Thought: xxx
Action: xxx

ReAct supports

® One-shot prompting

® ew-shot prompting
® ine-tuning

Observation:
XXXXXX

Example ReAct
. Thought: xxx
’[rajeC’[Ol’y Action: xXxXx

Human prompt

LLM output

—Nnvironment
feedback




A zero-snot ReAct prompt

You are an agent that answers questions by using two actions:

- search[query]: Google search the query. You can also use it to
calculate math.

- finishlanswer]: return the answer

Your generation should have the following format:
Thought: to analyze the observation and inform the action.
Action: your action

Question: If | have seven trillion dollars today, can | buy Apple,
Nvidia, and Microsoft? If not, how much more money do | need?

28



Thought: | need to find the current market capitalization of Apple, Nvidia, and
Microsoft to understand how much it would cost to buy all of them.
Action: search['current market capitalization of Apple, Nvidia, and Microsoft']

(GPT-4)

Observation: "Nvidia's market cap stood at $1.832 trillion as of about 10 a.m.
- T Wednesday, while Alphabet's was at $1.814 trillion, bringing Nvidia behind
just Microsoft (MSFT) at $3.015 trillion and Apple (AAPL) at $2.836 trillion."

(Mar 2024)

Thought: Now that | have the market cap for all companies, let's add them
together and see if $7 trillion is enough.
Action: search["1.832 trillion + 3.015 trillion + 2.836 trillion"]

Observation: 7683000000000

Thought: The amount of money needed in addition to the $7 trillion is $683 billion.
Action: finish["You need an additional $683 billion to be able to buy Apple, Nvidia,
and Microsoft."] ‘/

29



(GPT-4)

Thought: | need to find the current market capitalization of Apple, Nvidia, and
Microsoft to understand how much it would cost to buy all of them.
Action: search['current market capitalization of Apple, Nvidia, and Microsoft']

Observation: nothing found!

Thought: The search did not give any results. | will need to search for each
company's market capitalization individually.
Action: search| current market capitalization of Apple"]

Observation: 'price": 180.75

Thought: This is the current price of Apple's stock, not its market capitalization. The market

cap is calculated by multiplying the share price by the number of outstanding shares. Thus,

| need to find the total number of Apple's outstanding shares to calculate its market cap.

Action: search|["total number of Apple's outstanding shares’] /

Synergy: acting support reasoning, reasoning guides acting

30

(My adversarial
observation)

(My adversarial
observation)

(Continues to
solve the task)



ReAct Is general and effective

(NLP tasks) (RL tasks)
Palmsa0B | T | i check) | (Textgame) | (web)
Reason 29.4 56.3 N/A N/A
""""""""" pct | 257 | sse | 45 | 801
“““““““ eAct | 354 | 646 | 71| 40

31




WebsShop: One-shot generalization

40

Success Rate
N W
() ()

—
o

0

Best RL agent  ReAct Act Only

l I

100,000 training steps 1 example trajectory

32



Success Rate

SWE-Bench: Zero-shot generalization

14
10.5
* SWE-agent: Agent-
Computer Interfaces
! -nable Automated
Software Engineering
3.5
0 Paper coming out soon :)

Best LLM ReAct*  Devin (product)

0 example trajectory

33



impact in 2023

Followup methods Interdisciplinary research Industrial applications

Voyager (Wang et al.) Creative art (Sun et al.) Marketing agent
ToolLLM (Qin et al.) Healthcare (Imrie et al.) Sales agent
AutoGen (Wu et al.) Robotics (Hireche et al.) -ducation agent
AutoGPT  (Richardsetal) —ducation (Tabrizi et al.) Video edit agent
MetaGPT (Hong et al.) Diaster control  (Colverd et al) Game NPC
SwiftSage (Lin etal.) Networks (Hamadanian et al.) Coding agent
MM-ReAct (Yang et al.) Chemistry (Bran et al.) Web agent
ToolkenGPT  (Haoetal) Mathematics (Liao et al.) Customer support

34



ReAct enables discovery of a novel chromophore

a ~ b Task: Find and synthesize a thiourea organocatalyst which c RoboRXN synthesis platform
accelerates a Diels-Alder reaction. " : % Emaa—
from chemcrow.agents import ChemTools, ChemCrow ! . = i i‘ M
chemtools = ChemTools() First, | need to find a thiourea organocatalyst that can accelerate - ,_ e~ §

the Diels-Alder reaction. | will perform a web search to find a
suitable catalyst.

crow = ChemCrow(

chemtools.all tools, Web Search tool: Schreiner's thiourea catalyst
model="gpt-4",

temp=0.1, Now, | will obtain the SMILES. Name2Smiles tool:

) FC(F)(F)c1cc(NC(=S)Nc2cc(C(F)(F)F)cc(C(F)(F)F)c2)ce(C(F)(F)F)ct

s S X . . .. | will plan a synthesis for Schreiner's thiourea catalyst.
Find and synthesize a thiourea organocatalyst . ) )
'which accelerates a Diels-Alder reaction." SynthesisPlanner tool: Detailed synthesis plan . .
) Connection with
| will execute the synthesis. physical world
crow. run(task) SynthesisExecuter tool: Successful synthesis. —_—)

d Chemcrow workflows with experimental validation

Insect repellent (plan and execute) DEET Novel chromophore (clean data, train model, and predict)
0 0 OH H o o =
o+ /\”/\ N7 /\©\ ¢+ ho-l AN O H\S//O
C « T b é
Thiourea organocatalysts (plan and execute) Synthesis step 1: Bromo Suzuki coupling
Schreiner’s catalyst Ricci’s catalyst Takemoto’s catalyst

F F F F

Fo| _F F_|_F FLF Fo|_F = !
0
\O + N\S// —_—
s S s ‘ WA
F NJ\N F HN/U\N F NJ\N F !
1 H H I>F (")'H L>F i HH INF
- Synthesis step 2: Iodo Heck reaction

[Bran et al., 2023] 35




Language agents

4 )
Large language models
4 )
Language models
Text generation
\_ J
ranslation, QA, summarization...
\_ _J

_ Web interaction, SW

=, robotics, scientific discovery... Y

Is next-token prediction

enough for general problem solving?

Tree of Thoughts (Yao et al., 2023): NO!

36



Next-token prediction cannot reason deliberately

Question: How to combine 2, 9, 10, 12 to get 247
Thought: 122 =24,10-9=1;24"1 =24
Answer: (12*2)*(10-9) =24

GPT-4 Input

Question: How to combine 4, 5, 6, 10 to get 247

Initial tokens are hard to decide

|

Thought: 10 "6 =60;60/5=12; 12" 4 = 48 X
Answer: ((1076)/5) *4 =24

GPT-4 Output

LLMs make linear token decisions without lookahead or backtrack!

[YYZSGCN, Tree of Thoughts, NeurlPS'23] 37



How do we fix next-token prediction”

® \We took inspirations from human cognition

THANKING,

e System 1: fast and automatic  (~next-token prediction) FAST.SLOW

&3 ——
DANIEL

KAHNEMAN

® System 2: slow and deliberate (~control algorithm)

One of the oldest ideas in Al: Tree search

e ———

P , o — —

| REPORT ON A GENERAL PROBLEM-SOLVING
| PROGRAM

A. Newell
J. C. Shaw
H., A. Simon*

P-1584
30 December 1958
Revised 9 February 1959 /

38



Natural language search: Curse of combinatoriality

Colorless green .
deas S|ee%! e Classical search (e.g., chess agent):

It Is sO annoying
that | can think
about any p|ece

‘_n}_ et e Can simulate external feedback o, € O,
_

e A small, well-defined action space A,

e Can design/learn evaluation heuristics f(a,)

e Search in the space of thought £
e £ is combinatorial and infinite!
® No external feedback

® Hard to enumerate or evaluate thoughts

39



Tree of Thoughts: Blessing of compositionality

Thought: A semantically coherent unit of text that can be generated/evaluated by LLMs

Each token as thought
® [Fasy to generate

® Hard to evaluate

4/9/10/13

T

9 13
/\

K

I
4 9 10

Each equation as thought
e Relatively easy to generate/evaluate

e A problem-specific tradeoft design

4/9/10/13

T

44+9=13 13-9=4
4+4=8§ 10-4=6

TN

4%6=24 4+6=10

40

Whole reasoning as thought
® [asyto evaluate

® Hard to generate

4/9/10/13

e o

449=13  9-4=5
13-10=3  10/5=2
3%13=39 2%13=26



10-4 =6
(Left: 5 6 6)

Thought-level BFS

=5 o-5=1

450)||(Left: 1410

l Evaluate
10-5=5 ~S =
(Left: 4 56) (Le#

10-4 =6 10 -5 -5 =
(Left: 5 6 6)] |(Left: ( )

41

(top-b
choices
remaining)

Generation Prompt:

come

up with ways to combine

two of these numbe

[S...

Evaluation Prompit:
Ikely are these 3 nL
to combine to 24...

0w

mbers

Task success:

CoT

4%

ToT (ours)

/4%




Tasks Game of 24  Crosswords Creative Writing
“Thought” An equation  Aclueword A writing plan
Steps 3 5-10 1
Search BFS DFES BFS
Generation proposal proposal sample
Evaluation simulation/ simulation/ Zero-shot vote
COMMONSense cCommonsense
CoT > ToT -> 74% -> 20% VS 41%

42

e NModular
® [exible

® Performant



] princeton-nlp/tree-of-thought-lim ( Public

[NeurlPS 2023] Tree of Thoughts: Deliberate Problem Solving with
Large Language Models

® Python Yo 4k % 364

Rating Prediction | Blind Auction |
How will user X rate the item — 'mi mi mi mi Pruning: Phase 1
"Kusco-Murphy Tart Hair"? = Il Ooo |} Tet @
The rating should be an integer | | e e Attack & Assess
between 1 to 5 , with 1 being Valuatlon ........... 1 0 ......................... — [EEyeRiRule j :
lowest and 5 being highest. e Valuat IOn ,,,,, ?__m;;;;;;;;_-;;;;. ........... - F@ Y Proning: Phase 2
Recommender agent Auction agent Jailbreak agent
(Wang et al., 2023) (Dean et al., 2024) (Mehrotra et al., 2023)
Evaluator: Evaluator: Evaluator:
simulate humans simulate agents simulate self

43



sSummary

® | anguage agents: reasoning as internal actions

® Reasoning and acting can be complementary (

® Reasoning and acting can be similarly planned

ReAct)

(ToT)

® They address key limitations of LLMs and traditional agents

e (Ground LLMs with external feedback and internal control

® [ew-shot generalization to act in various new domains

44



Principled framework
for language agents

CoALA: Cognitive Architectures for Language Agents
Sumers™®, Yao*, Narasimhan, Griffiths. TMLR 2024

45



Environment

Decision making

Web Interaction

Robotics

Prompting

Reasoning

Retrieval

Multi-modal

Coding

Planning

Multi-agent

Observation

Acting

LLM

Feedback

Self-reflection

Grounding

Tool use

Learning

Memory
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How do we make sense of various

HEM-systems ™

adigital circuits

Where should the field be going?

Central Processing Unit

Control Unit

Arithmetic/Logic Unit Output
vice
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Cognitive Architectures for Language Agents (CoALA)

(+ gradients) (+ function) (+ knowledge) (+ task trajectory)

® Memory: short and long term

® Action space: internal and external
1. Reasoning (update short-term memory)
2. Retrieval (read long-term memory)
3. Learning (write long-term memory)

4. Grounding (update external world)

® Decision making: choose an action
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Modularize and compare language agents

Value Functions
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Langauge agents Other topics

Benchmarks e (Computer vision and graphics [NeurlPS'18]
,[\IN:U“H”PPSS,%ZK'\)'fégk’zlag,cztﬁ& e Developmental psychology [NeurlPS19, CogSci'20]
I ® Reinforcement learning and control [ICLR22, CVPR23]
® Human-computer interaction [DIS24 submission]
Vethods
[EMNLP’20, ICLR’23, ® |[nformation Retrieval [ACL'24 submission]

NeurlPS23, NeurlPS'23]

I ® [heory [ACL21] ‘

FraMEworksS cs— ) tUre Work

[TMLR’24]
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Future work #1: Train models for agents

36
Usage
Q )
=
LLI
<
(Not trained Data 3 15
for agents) O
o
@)
Establish model-agent synergy: T
9
® |mprove agent capabilities” like
planning, self-evaluation, calibration..
0
® (Open-source agent backbone model Llama2-13B Llama?-13B GPT-3.5
e Next trillion tokens for model training ReAct ReAct ReAct

prompting  finetuning  prompting

[FireAct: Toward Language Agent Fine-tuning. To COLM'24] 52



Future work #2: leach and discover knowledge

ATMEECACS W IT) DL [Teganyd

e WK WFCIInS
 —— 379 CRN »0

Personalized education Scientific discovery

Through the lens of COALA, these new applications require:

Q

/

_ong-term
= | memory \_
D

<
/

ecision Procedure

Flexible learning and retrieval Intrinsic motivation (e.qg., curiosity)
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Parting thoughts

The most powerful neural
networks ever built shouldn't just
answer guestions or draft emails.

D — @

They should be used to
automate every aspect of
our life, society, and science.
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